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3 Lay Summary

Within the realm of quantum theories, Dens-
ity Functional Theory (DFT) is the most widely
used method for chemical and material calcula-
tions. Despite DFT being computationally more
feasible to implement than other quantum chem-
ical approaches, large-scale simulations are still
prohibited by the fact that computational effort
scales cubically with the size of the system. To
overcome this problem, Nobel prize winner Walter
Kohn introduced a new principle he called “the
nearsightedness of electronic matter” [1], in which
he describes why interactions between electrons are
negligible at large atomic distances.

ONETEP, a world-leading DFT software
achieves linear-scaling by harnessing the principle
of nearsightedness. In practice, ONETEP uses loc-
alised atomic orbitals [2], and truncates entries of
the density kernel based on a single distance para-
meter [3]. The latter means that electronic inter-
actions of atoms above the specified kernel cut-off
are disregarded. This does speed up calculations
considerably, albeit comes with a great price. Con-
sider hydrogen and sulphur. We chemists know
that these elements differ in electronic proper-
ties and thus applying one cut-off to all atoms
is chemically insensitive. To produce faster and
more accurate calculations, we studied polypropyl-
ene (C72H146) and T4 lysozyme [4] and developed
a more fine-tuned, element sensitive truncation
scheme in ONETEP.

4 Aims and Objectives

The current density kernel truncation scheme
in ONETEP applies one distance parameter to all
atoms, which - given that atoms differ in electronic
properties - is chemically insensitive. Moreover, as
the user decreases the cut-off, ONETEP encoun-
ters complications in its optimisation procedures
and obtains less accurate results.

To gain a better understanding of the effects of
kernel truncation, we performed total energy cal-
culations on a polymer (C72H146), a nanoparticle
(Na128Cl128 nanorod) and a protein (T4 Lysozyme
[5]). We aimed to identify the limitations of the
kernel cut-off and find out when does truncation
result in a worsening of the quality of results. We
studied sparsity patterns of the density kernel, con-
vergence rates of ONETEP’s inner and outer loop
and compared changes in the components of the
total energy.

Based on the collected data we proposed a new
truncation scheme which applies atom-pair ker-
nel cut-offs, meaning it truncates entries of the

density kernel depending on the chemical elements
involved. By doing so we were hoping to per-
form chemically more accurate and computation-
ally faster calculations, that is calculations with
lower total energy and better convergence. We
also considered using the more fine-tuned cut-offs
as Machine Learning descriptors in future research,
as that would rapidly speed up calculations.

5 Theory

5.1 Density Functional Theory

What is Density Functional Theory (DFT) and
why is it so widely used? To answer this question,
let’s have a short overview of its derivation. DFT
originates from the notorious many-body problem
in quantum mechanics. Let’s have a system with
N electrons and M nuclei with coordinates r and
R, respectively.

ĤtotΨtot(r,R) = EtotΨtot(r,R) (1)

Firstly, the Born-Oppenheimer approximation [6]
is applied to the Schrödinger equation 1, which
treats nuclei as stationary particles. This allows
separation of the total Hamiltonian into an elec-
tronic and a nuclear one. Furthermore, instead of
solving a differential equation with 6N coordinates
we encounter two equations, each with 3N vari-
ables.

Ĥtot = Ĥe + T̂n (2)

We can separate further the electronic Hamilto-
nian, into the operators for kinetic energy and
nuclei-nuclei, nuclei-electron and electron-electron
repulsion.

Ĥe = T̂e + V̂nn + V̂ne + V̂ee (3)

We can prove that applying the new, partitioned
Hamiltonian to the total wave function creates an
electronic and a nuclear wave function.

ĤeΨe(r,R) = Ee(R)Ψe(r,R) (4)

For completeness, the total energy is calculated
after obtaining the electronic energy

(T̂n + Ee(R))Ψn(R) = EtotΨn(R) (5)

Our focus from now on will be the electronic wave
function as the nuclear terms are computed after
dealing with the electronic structure, placing the
nucleii effectively in a cloud of electrons. A math-
ematical obstacle occurs as there is no straight-
forward way to solve the electronic if it contains
the electron-electron repulsion. Here we introduce
a new approximations: the Hartree-Fock method
[7].

Hartree-Fock theory (HF) remains in the do-
main of electronic wave functions and starts by
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neglecting the electron-electron repulsion. The in-
stantaneous interactions described by Vee are sub-
stituted by the interactions between one electron
and a continuous charge distribution generated by
the N-1 electrons. HF builds the wave function us-
ing Slater determinants [7], which are linear com-
binations of spin orbitals {φN}. The determinants
are carefully constructed to obey the Pauli exclu-
sion principle [8].

ψtrial(χ1, χ2, ..., χN ) =
1√
N !
|φ1φ2...φN | (6)

HF takes advantage of the variational principle [7,
9] via numerically optimising the parameters of the
trial wave function, that is the constants that form
the Slater determinant.

〈ψtrial| ĤHF |ψtrial〉 = EHF ≥ Etot (7)

The optimisation is done in an iterative fashion.
Each electron is optimised in an average poten-
tial created by the overall cloud of electrons [10]
to reduce the total energy. Vee is therefore ap-
proximated in a self-consistent field Vext [11] and
the true solution is never obtained. The differ-
ence that arises between the total energy and the
Hartree-Fock energy is called correlation energy.

Etot − EHF = Ecorr (8)

Turns out, the correlation energy is vital for us
chemists. Methods such as post-HF introduce cor-
rections for the correlation energy [[12]], and al-
though they are chemically more accurate, their
computational cost poses serious limitations [13].

Can we reduce the number of variables some-
how? Yes! Wave functions depend on 4 variables
but we can take a different approach and construct
density (ρ(r, r′)) from them.

ρ(r, r′) =
〈
ψ(r)

∣∣ψ(r′)
〉

(9)

Density defined this way remains in the territ-
ory of quantum mechanics. Hohenberg and Kohn
showed that there is a one-to-one correspondance
(injectivity [10]) between the density and the ex-
ternal potential, and thus between the wave func-
tion and the external potential. In slightly more
technical words, Vext(R) is a unique functional1

of the density. Consequently, the Hamiltonian to-
gether with energy is fixed by the external poten-
tial - but strictly for the ground state!

E0[ρ0] = Ene[ρ0] + T [ρ0] + Eee[ρ0] (10)

Recall that due to the Born-Oppenheimer approx-
imation the nuclear-nuclear repulsion is a constant,

so we are only dealing with kinetic energy, and in-
teractions such as electron-electron repulsion and
nuclei-electron attraction. We also replaced the
electron-electron interactions with an average po-
tential. This so far is great, but the true dens-
ity is not known! We return to an idea we have
seen before: the variational principle. The second
Hohenberg-Kohn theorem proves that ”the func-
tional that delivers the ground state energy of the
system, delivers the lowest energy if and only if the
input density is the true ground state density, ρ0”
[10]. A trial density ρtrial (that satisfies quantum
chemical conditions) therefore presents an upper
bound to the ground state density and the true
ground state energy can be approximated via min-
imisation procedures. Further discussion on DFT
will be omitted, the keen reader can further dive
into DFT by exploring Kohn-Sham DFT [10, 16]
and the plane-wave pseudopotential method [17],
both of which ONETEP and linear-scaling DFT is
built upon. The important take away is that en-
ergy and all of its components can be accurately
calculated from the external potential, ultimately
from the electronic structure. Cubic-scaling in-
herently arises from the orthonormality constraint
posed on Kohn-Sham orbitals [7, 18, 19].

5.2 Nearsightedness

To overcome the issue of cubic-scaling, Nobel
prize winner Walter Kohn introduced a new prin-
ciple he called the nearsightedness of electronic
matter (NEM) [1].

Kohn’s approximation takes advantage of the
fact that “local electronic properties, such as the
density n(r), depend significantly on the effect-
ive external potential only at nearby points” [20],
i.e. interactions between electrons are negligible at
large atomic distances. As a consequence of NEM,
the density matrix decays exponentially.

Figure 1: Schematic of nearsightedness by Kohn [20]. Mathem-

atically, ρ(r, r′) ∼ e−γ|r−r′| −→ 0 as |r− r′| −→ 0.

1A functional is a function of a function. For a mathematically more rigorous definition [14, 15].
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5.3 ONETEP

ONETEP (Order-N Electronic Total Energy
Package) [3] is a world-leading DFT software that
achieves linear-scaling by harnessing the principle
of nearsightedness.

In practice, ONETEP implements NEM as fol-
lows. Basis sets for elements are built using Non-
Orthogonal General Wannier Functions (NGWFs)
[2], which are then used in combination with the
density kernel Kαβ to construct the density matrix
ρ(r, r′).

ρ(r, r′) =
∑
α,β

φα(r)Kαβφ∗β(r′)

NGWFs are localised orbitals which aid linear-
scaling calculations from a computational per-
spective [21]. Perhaps the most significant meth-
ods that make ONETEP distinct from other DFT
software is the truncation of the density kernel.
Given that elements of p(r,r’) decay exponentially,
they are negligible at large atomic distances and
can be set to zero.

ρ(r, r′) = 0 when |r− r′| < rcut (11)

Truncation creates a sparse matrix which can
be stored and used for calculations efficiently.
Sparsity is a great feature for O(N) scaling but
excluding elements of the density kernel makes
calculations less accurate by nature of the vari-
ational principle. In other words, there is a trade-
off between accuracy and computational cost.

Other computational algorithms such as paral-
lelization and sparse matrix algebra [22] also aid
O(N) memory and CPU cost.

As seen previously, electronic structure the-
ory [7] often comprises self-consistent field calcula-
tions. ONETEP’s calculations in particular consist
of an initialisation phase followed by two, embed-
ded self-consistent loops [3]. In the initialisation
phase, ONETEP obtains the initial NGWFs and
creates the initial Kαβ based on a list of overlaps
between elements. After initialisation, the calcula-
tion enters the two nested loops. The inner loop,
also known as the LNV loop [23, 24], is responsible
for optimizing the density kernel. The outer loop
is optimizing the NGWFs jointly with the density
kernel [25]. The loops are designed to maintain
linear-scaling whilst achieving cubic-scaling accur-
acy - understanding their embedded structure is
essential to be able to locate the density kernel in
ONETEP’s source code.

6 Methodology

We studied three systems: a polymer, a nano-
particle, and a protein. The intern built a polypro-

pylene molecule (C72H146) in Avogadro [26] and
a NaCl nanorod (Na128Cl128, rock-salt, a=5.64Å)
using the Atomic Simulation Environment Python
library [27]. The polymer was chosen as it is
a simple and forgiving system calculation-wise,
meanwhile the nanoparticle is easily scalable and
can facilitate O(N) testing. A T4 lysozyme com-
plex was specifically chosen from a DFT case-study
[5] to include a real-life system in the dataset. In-
putfiles and xyz files can be found in the supple-
mentary documentation.

We performed single-point energy calculations
on all three systems. Space filling [28] was turned
off to prevent ONETEP from rearranging the ele-
ments’ IDs. The number of LNV iterations were
set to 10 for the polymer and the nanorod, and
to 30 for the protein. This was done as the main
focus of this project was the density kernel and
its optimisation. The nanorod proved to be prob-
lematic to model and considering the time limita-
tions for the project, we eventually decided to omit
the NaCl structure from the dataset. Similarly, to
save computational time we stopped the lysozyme
calculations after one NGWF CG iteration. Ad-
ditional information on keywords and setting up
calculations can be found at www.onetep.org.

Figure 2: The NaCl calculations did not converge when using
35 and 65 bohr kernel cut-offs. Abnormalities were also wit-
nessed in optimisation parameters.

6.1 Density kernel

Our first objective was to output the dens-
ity kernels. As highlighted previously the density
kernel occurs in two modules in the source code:
the lnv mod (inner loop) and the ngwf cg mod
(outer loop). As ONETEP was written in For-
tran, most matrices are in binary form dur-
ing calculations. Density kernels are stored in
SPAM3 matrices [29] and can only be obtained via
calling the sparse show matrix() subroutine (Ap-
pendix B.1) from the sparse module. SPAM3 type
sparse matrices are stored in SPAM3 EMBED ar-
ray, which stores subsystem matrices. Further-
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more, the SPAM3 EMBED matrices are stored
in a SPAM3 EMBED ARRAY (aux in the source
code). This additional layer of embedding in-
cludes spin channels and k-points [29]. Given
that we have no subsystems, our matrix will be
aux%kern%m(1:1)%m(1:1). Each output file’s
name includes the LNV and NGWF CG iteration
number and also shows elements with their ID and
NGWFs (e.g. C 1 4 is the first carbon’s fourth
NGWF).

Figure 3: 3D visualisation of the density kernel (above). The
Plotly (www.plotly.com) Python library allows loading in la-
bels for the x and y axes and displaying them by hovering the
mouse over the plot. We programmed TK Console in VMD
[30, 31] to display the IDs of elements (below), and were able
to check manually what distance corresponds to the displayed
density value. In VMD, element numbering starts from zero.
The element IDs and the distance (Å) were highlighted with
red and blue, respectively.

The collected SPAM3 matrices were visualised
in two and three dimensions (3), which promp-
ted Mr Davide Sarpa the following idea. In mo-
lecular dynamics [32], radial distribution functions
(RDF, often denoted g(r)) express the probabil-
ity of finding atoms as a function of distance [33].
In a similar fashion we decided to investigate the
distribution of density values and their distance
dependence. We have chosen MDAnalysis [34],
a Python library to compute distances between
atoms. The distance matrices were obtained via
the distance array(atomgroup1,atomgroup2) func-
tion [35], see Appendix B.2. We used the dis-

tance arrays in combination with the converged
SPAM3 matrices to investigate the “range” of in-
teractions between electrons. We set thresholds
for the entries of the converged density kernel and
kept distances in a separate array that correspond
to density values above the threshold. Moreover,
our analysis distinguished atom-pairs (e.g. carbon-
hydrogen, sulphur-sulphur) rather than treating all
chemical elements equivalent as did the old trun-
cation scheme. The obtained atom-pair distances
formed the parameters the new truncation scheme:

ρ(ri, rj) = 0 when |ri − rj | < rij

where i and j are chemical elements. The cut-
off parameters can be found in the supplementary
documentation.

Figure 4: Distance array between all atoms (top) and the
sparsity pattern of the converged density kernel (bottom, ∞
cut-off) of T4 Lysozyme L99A/M102Q. Due to nearsightedness,
the vast majority of kernel elements are zero and/or negligible.

6.2 Atom-pair kernel cut-off

In ONETEP, the sparse initialise mod is re-
sponsible for creating the initial sparsity pat-
tern for the density kernel via the paral-
lel strategy list cross overlaps subroutine. The
pattern is assembled from a list of overlaps between
atoms (overlaps(jsub,isub)) in accordance with the
truncation scheme in use. The atom-pair cut-offs
we added essentially reset the radii upon the form-
ation of the overlap list (Appendix B.3). Hence,
the old truncation scheme does not interfere with

5
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the new one, the two can be used simultaneously.
The idea of creating a block (refer to inputfiles)
for the inputfile was dismissed given the limited
timespan for the project.

We were able to confirm that the new cut-
off method was functioning by setting all atom-
pair distances to 25 bohr and compare the res-
ults to a calculation using the traditional ker-
nel cutoff set to 25 bohr on the polymer. An-
other way to verify that truncation indeed took
place was done by looking at the components of the
overlaps(jsub,isub) array: max overlaps (integer),
num overlaps(:) (1D array), overlap list(:,:) (2D
array). These components all correspond to the
chemical elements involved, not the density kernel
(Appendix C).

6.3 Loops

Our second goal was to study the effects of
truncation on the inner and outer loops. With
the help Bash scripting, we gathered data from
ONETEP’s output files (polypropylene.out, com-
plex 2001.out), including components of and the
total energy itself, and optimization parameters
such as (error in the) RMS gradient and [H,K] com-
mutator [36]. Occupancies [24], which ought to be
between 0.00 and 1.00 were also great indicators of
ONETEP’s converge rates. All gathered data can
be found in the supplementary documentation.

Datasets: zip files: SPAM3 matrices, elements
(overlap list) and .out files? (from calc and bash)
Software: ONETEP, Python (ASE, MDAnalysis,
Plotly), Bash, Fortran, VMD, Avogadro

7 Results

The lysozyme calculation lasted approximately
10 minutes longer owing in part to the plethora
of conditionals in the new cutoff (Appendix B.3).
We also observed in case of the protein that the
density kernel filling was still above 70% for dens-
ity thresholds such as 10−3, suggesting that the
density kernel was not as sparse as expected. The
abundance of elements relative to the system size
also had a large effect on the cut-off parameters.
The lysozyme complex only had 6 sulphurs, and
thus the S-S interaction disappeared at density
thresholds higher than 10−2.

The new truncation scheme did not perform
better for the polymer, we witnessed promising
yet contradictory results for the protein. In com-
parison with the preliminary calculations involving
similar density kernel fillings (ref table Y), calcula-
tions with the new cut-offs achieved lower total en-
ergies (refer to excel sheets in supplementary docu-
mentation) with worse convergence rates. Further-

more, the calculation with the largest threshold,
that is with the sparsest density kernel yielded to
the lowest total energy, contradicting expectations
in line with the variational principle. At the same
time, the error in the RMS gradient and the [H,K]
commutators were higher than expected - occa-
sionally by magnitudes.

8 Conclusions & Future Work

The new truncation scheme was successfully
implemented in ONETEP – we are one step nearer
the nearsightedness principle. Calculations on the
T4 lysozyme’s showed promising results, but the
new cut-offs need to be tested in a research set-
ting without pausing runs after one NGWF CG
iteration. For instance, reaction enthalpy could
be calculated which is comparable to experimental
results. Regarding the nested loops, the poorer
convergence rates remain to be studied in more de-
tail as at this point it is not clear if the lower total
energies are an anomaly or indeed we produced
more accurate calculations. It is worth noting that
the lowest total energy with the new truncation in
use is still 65.43 kJmol−1 higher than the calcula-
tion with ∞ cut-off. Future research should also
investigate how changing the NGWF radii affects
the density kernel and its distance dependence.

Provided the new truncation scheme performs
well, using the atom-pair cut-offs as Machine
Learning descriptors could make calculations sig-
nificantly faster and more accurate, which would
ultimately safe a lot of time and computational ef-
fort.

9 Outputs, Data & Software
Links

In the supplementary documentation the fol-
lowing can be found: Bash and Python scripts that
were used to collect, analyse and visualise data;
MS Word documents and MS Excel sheets sum-
marising data relating to the truncation schemes;
inputfiles for calculations. ”Readme *.txt” files
and comments provide further guidance.
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Appendices

A Glossary

ASE - Atomic Simulation Environment
CG - Conjugate gradient
CPU - Central processing unit
DFT - Density Functional Theory
HF - Hartree-Fock
HK - Hohenberg-Kohn
LNV - Li, Nunes and Vanderbilt
MO - Molecular orbitals
NEM - Nearsightedness of electronic matter
NGWF - Non-Orthogonal General Wannier Functions
ONETEP - Order-N Electronic Total Energy Package
RMS - Root mean square (gradient)
VMD - Visual Molecular Dynamics

B Code

B.1 Outputting SPAM3 matrices

f i l e u n i t=u t i l s u n i t ( ) ! Unique i d e n t i f i e r f o r output f i l e
write ( SPAM3 lnv out , ’ (”SPAM3 ngwf” , i0 , ” l nv ” , i0 , ” . out ”) ’ ) n g w f c g i t e r , i t e r a t i o n
open( unit=f i l e u n i t , f i l e=SPAM3 lnv out , form=” formatted ” )
ca l l sparse show matr ix ( aux%kern%m(1 ,1)%m( 1 , 1 ) , f i l e u n i t , show elems =.true . )
close ( f i l e u n i t )

B.2 Distance arrays - MDAnalysis
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# Creat ing a un ive r se f o r po l ypropy l ene from xyz f i l e
i n p u t f i l e p o l y = input ( ’ P lease s p e c i f y path to i n p u t f i l e \n ’ )
u = mda . Universe ( i n p u t f i l e p o l y )
# Atomgroups ( o b j e c t )
u a l l = u . s e l e c t a t o m s ( ’ a l l ’ )
# Distance array
d i s t a r r a l l = d i s t a n c e s . d i s t a n c e a r r a y ( u a l l . p o s i t i o n s , u a l l . p o s i t i o n s )

B.3 Atom-pair kernel cut-off

B.3.1 Initial density kernel

! Densi ty k e rne l
[ . . . ]
! Spa r s i t y pa t t e rn ( in s pa r s e i n i t a l mod )
ca l l p a r a l l e l s t r a t e g y l i s t c r o s s o v e r l a p s ( ove r l ap s ( jsub , i sub ) , &

e l ems s f c1 , e l ems s f c2 , mdl%c e l l , ’ Fixed ’ , ’ Fixed ’ , &
0 .5 DP∗range , p a i r s p e c i f i c =.true . )

The pair specific logical (boolean) argument is automatically set to false if not specified to avoid bugs
in other parts of the code.

B.3.2 Cut-off

ONETEP creates the sparsity pattern in two big loops. The first and second loops are responsible
for the num overlaps array and the overlap list array, respectively. Both loops were modified as follows:

! Square d i s t ance between two atoms , 1−2−3 stand f o r x−y−z coord ina t e s
d i s t s q = a d i f f (1 )∗ a d i f f (1)+ a d i f f (2 )∗ a d i f f (2)+ a d i f f (3 )∗ a d i f f ( 3 )
! AV : Atom−pa i r cut−o f f
i f ( l o c p a i r s p e c i f i c == . true . ) then

! l o c a l v a r i a b l e s f o r e lements
l o c a l e l 1 = elements1 ( i a t )%symbol
l o c a l e l 2 = elements2 ( j a t )%symbol
! N−N
i f ( l o c a l e l 1 == ’N ’ . and . l o c a l e l 2 == ’N ’ ) then

r a d i i (1 , i a t ) = 79.738 DP
r a d i i (2 , j a t ) = 79.738 DP

! N−H
else i f ( ( l o c a l e l 1 == ’N ’ . and . l o c a l e l 2 == ’H ’ ) . or .&

( l o c a l e l 1 == ’H ’ . and . l o c a l e l 2 == ’N ’ ) ) then
r a d i i (1 , i a t ) = 69.893 DP
r a d i i (2 , j a t ) = 69.893 DP

[ . . . ]
else i f ( l o c a l e l 1 == ’O’ . and . l o c a l e l 2 == ’O’ ) then

r a d i i (1 , i a t ) = 86.673 DP
r a d i i (2 , j a t ) = 86.673 DP

else
write ( stdout , ∗ ) ”Houston , pair−s p e c i f i c c u t o f f not found . ”

end i f
end i f
c u t o f f = r a d i i (1 , i a t ) + r a d i i (2 , j a t )
! AV : c u t o f f need to be ha l ved
i f ( l o c p a i r s p e c i f i c == . true . ) then

c u t o f f = c u t o f f /2
end i f
! adding atoms to num overlaps i f d i s t ance i s be low cut−o f f
i f ( d i s t s q <= c u t o f f ∗ c u t o f f ) then

9



num my overlaps ( i a t ) = num my overlaps ( i a t )+1
end i f

The second loop ends differently after cut-off:

! adding atoms to o v e r l a p l i s t i f d i s t ance i s be low cut−o f f
i f ( d i s t s q <= c u t o f f ∗ c u t o f f ) then

i f ( . not . over lapped ( j a t ) ) then
num my overlaps ( i a t ) = num my overlaps ( i a t )+1
m y o v e r l a p l i s t ( num my overlaps ( i a t ) , i a t ) = j a t
over lapped ( j a t ) = . true .

end i f
end i f

C Overlaps(jsub,isub)

Kernel cut-off /bohr ∞ (1000) 25

max overlaps 218 102

num overlaps(:) 218 218 218 [...] 218 52 54 99 [...] 52

overlap list(:,:) C1: 1 2 3 [...] 127 128
C2: 1 2 3 [...] 127 128
...
H218: 1 2 3 [...] 127 128

C1: 1 2 5 [...] 217 218
C2: 56 60 61 [...] 201 202
...
H218: 1 2 5 [...] 217 218

The polypropylene has 72+146=218 atoms which explains the figures in the ∞ cut-off column. As
soon as truncation is applied, the density kernel becomes sparse. C1 and H128 are close to each other,
which explains their similar pattern in the overlap list(:,:) row.
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