
Project Outline
• Improve InChI to IUPAC name prediction for 

inorganic compounds by training models on 
larger inorganic datasets.

• Compare effectiveness of recurrent neural 
network (RNN) and transformer ML models
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Background
• Large chemical databases contain 

discrepancies between inorganic structures 
and IUPAC names1 

• Previous work in this area2 predicted 
inorganic IUPAC names to 71% accuracy 
compared to an overall accuracy of 95% 
(when organic compounds were included)

Results
• Overall the RNN models show an 

average validation accuracy of 84.5%
• Models improved on the accuracy of 

previous work (71%)2 for inorganics 
despite limited training.

Further Work
• Establish if using reconnected InChIs 

will provide improvement when 
training models by increasing epochs

• Compare RNN with transformer 
models

Type of inorganic 
molecule

Final validation 
accuracy

Epoch

Inorganic Organic 
Mix

InChI-86%
Reconnected-86%

25

Pure Inorganic InChI-84%
Reconnected-84%

50

Organometallic InChI-83%
Reconnected-82%

50

Expected name Most accurate prediction Training Dataset

bis[(1,2,3,4,5-η)-
cyclopentadienyl]iron

bis(triphenylphosphane) 
chromium

Organometallic 
Reconnected

Hexaamminecobalt(III) chloride triammonium
hexachlororutheniumdiuide

Inorganic Reconnected

bromo(methyl)magnesium bromo(ethyl)mercury Organometallic InChI

butyllithium pentan-2-yl lithium InorganicOrganicMix InChI

Table 1: Validation accuracy of the models

Encoder

Decoder
Figure 1: Architecture of the RNN model

Figure 2: Training accuracy of RNN model over time

Table 2: Prediction of IUPAC names through RNN model that were incorrectly predicted in previous work2

Methods
• Cleaned and curated datasets totalling 

1.2million compounds; containing InChIs 
(reconnected layers), SMILES and IUPAC 
names 

• Split molecules into inorganic ‘types’ using 
SMARTS queries (table 1)

• Datasets used to train RNN models in 
TensorFlow
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